http://www.stat.columbia.edu/~cook/movabletype/archives/2008/07/responses_to_my.html
As shown at the end of the posting, Gelman had the last word.  Ignoring my criticism of Bayesian statistics, he sent me to read chapter 1 of his book to learn something new about HIS version of Bayesian statistics.  So, I started reading…  After about 10 minutes I read enough, and started copying and pasting a few statements (below).  Well, as the quotes show, no news has been waiting for me there—the same old story about “probability distribution of parameters” and probability statements about parameters.  Like all Bayesians, Gelman treats probabilities as degrees of beliefs about statements.  But he also prefers to not engage in philosophical debates about the foundation of (Bayesian) statistics, which was apparent in his response to my postings.  Elsewhere, however, he was willing to criticize criticism of Bayesian statistics (in what he considered to be part of April 1 joke).  
He is simply unwilling to accept the idea that the Bayesian version of statistical inference is founded on the axioms of probability, which should be accepted because rejecting the axioms leads to losing a bet.  In other words, to pursue science rationally means to pursue it according to rational betting behavior…
Quotes from Chapter 1 of his book:

“Rather than engage in philosophical debates about the foundations of statistics,

however, we prefer to concentrate on the pragmatic advantages of the

Bayesian framework

1.3 Bayesian inference

Bayesian statistical conclusions about a parameter ǿ, or unobserved data ˜y,

are made in terms of probability statements. These probability statements are
conditional on the observed value of y, and in our notation are written simply

as p(ǿ |y) or p(˜y|y). We also implicitly condition on the known values of any

covariates, x.

In order to make probability statements about ǿ  given y, we must begin with

a model providing a joint probability distribution for ǿ and y. The joint probability

mass or density function can be written as a product of two densities

that are often referred to as the prior distribution p(_)

“given some unknown parameter vector (ǿ) with distribution p(ǿ ).”

“a Bayesian (probability) interval for an unknown quantity of interest can be

directly regarded as having a high probability of containing the unknown

quantity,”

